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QUICK GUIDE

ver. 24.3.0a

LiveNX TCP Flags Flow Flex Filter
The TCP flags filter matches against TCP flags contained in the standard IPFIX info element (field ID 6). Note that the 
flags contained in this field could be an aggregation of TCP flags contained within multiple network packets since a 
flow record often represents data from a collection of packets and not single network packets.

In addition to looking for particular kinds of traffic, filtering on the TCP flags might be helpful in detecting some 
kinds of scans or attacks.

Display Filter
Currently, the display filter can only be created/edited on the Engineering Console. However, most reports should 
support selecting a display filter to use.

The Engineering Console display filters have had the ability to filter on TCP flags for quite some time. With the 
original implementation, there were only two kinds of matching supported.
◦ AND: The TCP flags field must contain only the specified TCP flags in the filter (exact match)
◦ OR: The TCP flags field contains any of the specified TCP flags in the filter

LiveNX 24.3.0 New Features
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Improvements in 24.3.0
The behavior of the AND and OR settings might have been a little ambiguous and the wording has been changed to 
make this clearer. Also, another match type has been added, “contains all”:
◦ Exact Match (formerly AND): The TCP flags field must contain only the specified TCP flags in the filter

◦ This the only option that can match against a TCP flags field that has no TCP flags set
◦ Contains Any (formerly OR): The TCP flags field contains any of the specified TCP flags in the filter

◦ If no TCP flags are specified in the filter, this filter matches everything
◦ Contains All (new): The TCP flags field contains all of the specified TCP flags in the filter, but could also contain 

additional flags.
◦ If no TCP flags are specified in the filter, this filter returns no matches

This change to the match type will make some of the LiveNX configuration files and alerts incompatible with 
previous versions.
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Implementation
The flow flex string version of the filter will provide the similar filtering capability as the updated display filter. The 
following are examples of the syntax used for the new filter:

The values following the equals sign should be a non-case sensitive comma delimited list (with no spaces) 
consisting of the three character TCP flag values:
◦ CWR
◦ ECE
◦ URG
◦ ACK
◦ PSH
◦ RST
◦ SYN
◦ FIN

Generally, this filter should be AND’ed with the “flow.protocol=TCP” filter to ensure that this filter is only applied to 
TCP flows.
◦ Note that almost all TCP flags filtering will be using the raw flow store v1 because it is not a key in any long-

term aggregated standard report. Currently, the only case where the long-term store might be used is with a 
custom report where the TCP flags field is the only key and the custom report is enabled for long-term 
aggregation.

Type Syntax Description

Exact Match • flow.tcpFlags=ACK,FIN
• flow.tcpFlags.cwr=false & 

flow.tcpFlags.ece=false & 
flow.tcpFlags.urg=false & 
flow.tcpFlags.ack=true & 
flow.tcpFlags.psh=false & 
flow.tcpFlags.rst=false & 
flow.tcpFlags.syn=false & 
flow.tcpFlags.fin=true

• The TCP flags field must only contain the ACK and FIN 
flags.

• With the second form of the filter string all of the TCP 
flags must be specified.

• Drill downs on the TCP flags field will us

Exact Match flow.tcpFlags=”” The TCP flags field must contain no TCP flags.

Contains Any flow.tcpFlags.ack=true | 
flow.tcpFlags.fin=true

• The TCP flags field must contain the ACK or FIN flag. 
Note that flags set to false will be ignored when OR’ed 
together.

• Equivalent to the “contains any” display filter

Contains All flow.tcpFlags.ack=true & 
flow.tcpFlags.fin=true

• The TCP flags field must contain both the ACK or FIN 
flags, but could contain other flags.

• Equivalent to the “contains all” display filter

Mixed flow.tcpFlags.urg=false & 
flow.tcpFlags.ack=true & 
flow.tcpFlags.fin=true

• The TCP flags field must contain both the ACK or FIN 
flags, but could contain other flags except for the URG 
flag.

• The display filter does not support this type of 
matching

Mixed flow.tcpFlags.ack= true | 
flow.tcpFlags.syn=true & 
flow.tcpFlags.fin=true

This is equivalent to flow.tcpFlags.ack= true | 
(flow.tcpFlags.syn=true & flow.tcpFlags.fin=true).
The TCP flags field must contain either the ACK flag or 
both SYN and FIN flags.
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◦ Support for this filter has not been added to the ClickHouse report filtering and there are no currently plans 
to do this.

Most reports do not display the “TCP Flags” field, although the TCP flags filter can be used with almost any flow 
report using the raw flow store v1 since most raw basic flow records contain the field. The only places the TCP flags 
field might be displayed are in the following:
◦ Top Analysis report
◦ Custom report with the TCP flags field added
◦ Engineering Console flow device view

Related Updates
TCP flags info element can now be used as a key in a custom report.
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You can now drill down on the TCP flags field (where drill downs are available). Note that the drill down creates 
“exact match” filters.
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Auto Rotating Dashboards
In LiveNX 24.3.0, we have an ability to see multiple dashboards on a single monitor. This feature rotate or cycle 
through the set of desired dashboards at a fixed interval. This is supported in LiveNX when using the full screen 
dashboard view.

Configuration
There are two aspects of configuration.

Global auto cycle configuration interval -

This can only be set by admins and is applied to all users. This is persisted and available for all users.

To configure the Global Auto cycle Configuration Interval:

1. From LiveNX Web Click on Gear Icon and then select Settings.

2. On the settings Page Expand Dashboard Option and the select Auto Cycle Configuration.

3. On The Auto Cycle configuration page you can configure the cycle rate (in minutes) for the Dashboard.



LiveAction.com Page 7 of 36

Full Screen Dashboard

User can get the full screen dashboard on selecting the “Open FullScreen Button” available on Main > Dashboard of 
LiveNX web. It will open a full screen dark dashboard in new browser Tab.

Enabling Auto Rotation of Dashboard

On the Full Screen Dashboard you can enable the Auto rotation of the dashboards on selecting the “Run Auto Cycle 
Button”.

Configuration Options Available on Full Screen Dashboard

Dashboard List: It will list all the available Dashboard option which you can add in auto rotation feature.

Go Back Button: It will take you to the Previous Dashboard.
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Run Auto Cycle: It will enable the auto rotation of the dashboard.

Next Button: It will show next Dashboard available in Dashboard List.

Individual dashboard options
This allows users to choose which dashboards should be included in the rotation. This is not persisted.
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Improved Third Party Auth Login UX
Customers who use third party auth do not have local accounts for users and as such the “user name” and 
“password” sections are confusing since most people gravitate to that input rather than the TACACS or RADIUS 
buttons at the top. We have improved the login user experience to make it more intuitive.

Logging In
The login experience has changed in the following ways:
◦ TACACS and RADIUS authentication buttons have been removed
◦ A new drop down menu to select the authentication mechanism has been added

◦ Local auth, TACACS, and RADIUS can be selected if enabled
◦ If TACACS and RADIUS are not enabled, then the drop down will not be visible

Note Single Sign On is intentionally left as a button because it needs to navigate to another page (IdP) 
to perform the authentication.

Configuration
Every LiveNX deployment will have a primary authentication mechanism. Whether that is local users created via 
LDAP or using a third party auth mechanism like RADIUS. In order to reduce confusion, admin users can set the 
default login method via Settings ? Default Login Method.

Please find the steps below to configure the “Default Login Method”

1. From LiveNX web, Select Gear icon available on Navigation bar and then select “Settings”.
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2. On Settings Page, From left hand side menu options select “Default Login Method”.

3. On The “Default Login Page” You can select your login method. and click Apply to make changes.

Notable functionality
◦ The selected login method will be the default login method when on the landing page.
◦ If a selection is invalid due to the auth method being disabled (e.g., RADIUS was previously selected but has 

since been disabled via the RADIUS configuration), then the login method configuration will remain 
unchanged but the actual login page will default to “local” auth.

◦ Unconfigured authentication mechanisms will have a link to their respective configuration pages.
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Unlimited Dashboards
In 24.3.0 we have unbounded the number of dashboards to ensure that users do not need to juggle dashboards in 
order to stay within the allotted maximum of 12. This new functionality was added via a new “Dashboards List” 
drawer which allows users to store and manage dashboards exceeding the allotted viewable amount (12).

Use Case

◦ I am an expert user who needs to create many dashboards for other users to use. Other users rely on me to 
manage their dashboards.

◦ I have many special dashboards and custom widgets that allow me to filter beyond what is available in the 
standard search bar. I do not have enough tabs.

Functionality and Limitations
Functionality
◦ Users can create any number of dashboards
◦ Inactive (stashed) dashboards are persisted in the dashboards list and can be shared, copied, etc
◦ All dashboards, active and inactive, are still tied to the user who created them
◦ All dashboards can be shared, deleted, or copied
◦ The dashboard list will show shared and imported dashboards, even if the user has not added them

◦ These dashboards cannot be set to active, only copied. Copying them creates the dashboard and ties it to the 
current user.

Limitations
◦ Only 12 dashboards can be active (viewable) at any time, similar to previous versions
◦ Renaming can only be done when the dashboard is active

Accessing Dashboards List
The dashboard list can be accessed from the top of the dashboard page of LiveNX Web.
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Dashboard List Functionality
◦ Sort by - Sort by name, status, or selected to find the desired dashboard easier
◦ Filtering - Filter by string
◦ Add - Adds a new dashboard as active if possible. If there is no room a dashboard will be added in inactive 

state.
◦ Duplicate - Clones any selected dashboards and adds them to the dashboard list. All dashboards created in 

this manner will attempt to be activated if there is room.
◦ Delete - Deletes selected dashboards
◦ Share/Unshare - Shares/unshares the specific dashboard that is selected

Caveat
◦ When adding a dashboard, the standard default dashboard selection screen will only show up if there is an 

active slot. If no active slot is present the dashboard is added as inactive and the user will need to choose a 
default dashboard template at a later time.

◦ If creating more than the allowable number of dashboards, (e.g., duplicating 5 dashboards there are already 10 
active dashboards) dashboards that exceed the active count limit will be set to inactive.
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SSO Static Group Assignment
Previously, dynamic authentication was introduced that allows a SAML IDP to provide role to assign to users. This 
behavior is a loophole to the above problem since anyone who controls the IDP could give admin access to LiveNX.

Static SAML Group Assignment
A new static group assignment option has been added which if selected will assign all users who log in via SAML the 
specified user group.

Edge Case
If static is selected but no user group is selected (e.g., selected user group has been deleted) then a message 
explaining this will be shown to users on attempted login.
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Alert Root Cause Analysis
Users want to know what an actionable analysis when something is wrong with their system. LiveNX will now send 
information to the platform to create a root cause analysis of what the problems could be and possible 
remediations.

Supported Alerts for Root Cause Analysis
In LiveNX 24.3.0, we are targeting application performance alerts.

Configuration
Steps to enable and setup Alert Root Cause Analysis.

1. Configure LiveAssist - LiveAssist must be enabled for Root Cause analysis to work.

2. Ensure that the new “Send Root Cause Analysis” setting on the Settings ? Network Intelligence. Go to Setting > 
Network intelligence Configuration > Network Configuration.

Alert Version Introduced Data Utilized

Critical Traffic Response Time 24.3.0 Flow path analysis

Voice/Video Performance - Jitter Avg 24.3.0 Flow path analysis

Voice/Video Performance - Jitter Max 24.3.0 Flow path analysis

Voice/Video Performance - Packet Loss 24.3.0 Flow path analysis

Application Performance - App Delay 24.3.0 Flow path analysis

Application Performance - Network Delay 24.3.0 Flow path analysis

Voice, Video Applications Performance 24.3.0 Flow path analysis

Low WAN Interface Utilization 24.3.0 Application report

High WAN Interface Utilization 24.3.0 Application report
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3. Configure desired alerts to support root cause analysis. Any alert that can support root cause analysis will have a 
section on the alert configuration for “AI Diagnostics - Root Cause Analysis”.

4. Wait for alerts to be created. Once an alert is created, it can take some time for the root cause analysis to be 
generated. See above documentation for workflow.

Workflow
Once a system has been properly configured, a new AI Diagnostics section will be available for alert configuration.
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Notable details about alert configuration
◦ Basic analysis is enabled by default
◦ Root cause analysis is disabled by default
◦ Root cause analysis is only done for alerts created while root cause analysis is enabled. Enabling root cause 

analysis will not retroactively populate a root cause analysis for historic alerts.
◦ Every instance can have their own configuration. Users should try to apply as many filters as possible to alerts 

with root cause analysis enabled, this will ensure a smoother experience.

It is recommended that users do not enable root cause analysis for the default instance. Root cause analysis is 
processing intensive and should be used for as specific of a use case as possible. Applying more filters to an 
instance with root cause analysis will help to ensure a better experience.

Viewing Root Cause Analysis
Any alert which should have a root cause analysis will have additional info available under the “AI diagnostics” 
section.

Root Cause Analysis Pending

While LiveNX is waiting for a root cause analysis to be ready, a place holder message is added to the alert.
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Root Cause Analysis Complete

Once a root cause analysis is populated, the information shown in the alert will change. As of 24.3.0, no email is sent 
notifying users that the root cause analysis is ready for the alert.
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Additional Column Filter

When root cause analysis is enabled (i.e., when LiveAssist is enabled) an additional column will be present on the 
“View Alerts” page to filter on root cause analysis alerts. Any alert that has a completed or pending root cause 
analysis will show a check mark.
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Technical details
◦ Root cause analysis is done on the platform

◦ Data is sent from LiveNX via OTEL
◦ Root cause analysis is based on flow path analysis topology data (available by clicking into the conversation 

link in an alert)
◦ The OTEL process handles shutdowns and will keep it’s place in processing and catch up once service restarts
◦ The OTEL process polls every 1 minute
◦ We poll for root cause analysis (RCA) events from LiveNX every 5 minutes. This can be configured via the 

property platform.poll-interval-minutes
◦ We poll for the most recent 100k alerts that expect an RCA but have not received one
◦ The platform can take up to 10 minutes to populate data into the RCA table
◦ Timeout for API calls to platform is default 60 seconds. See “Additional Configuration” on how to modify this

Advanced Configuration
This section is for fine tuning systems experiencing problems.

Connection Timeouts

The LiveNX communication defaults all platform communication to 60 seconds. This means if any query to 
LiveAssist takes longer than 60 seconds the request will be timed out to ensure the user is not waiting excessive 
amounts of time. This setting can be overwritten via application properties.
◦ platform.connect-timeout-seconds - default is 60 seconds
◦ platform.read-timeout-seconds - default is 60 seconds
◦ platform.write-timeout-seconds - default is 60 seconds

Polling Interval

The root cause analysis polling interval can also be configured. This setting determines how often LiveNX polls the 
platform for root cause analysis.
◦ platform.poll-interval-minutes - default is 5 minutes
◦ Root cause analysis has to be enabled when an alert is triggered for an analysis to occur

◦ Alerts created prior to the root cause analysis being enabled will not get an analysis
◦ Any alert triggered while root cause analysis will received an analysis

◦ Disabling root cause analysis for an alert will not cancel pending analysis. This can be an issue if there are many 
alerts being generated as the root cause analysis may never catch up. A work around is to manually delete 
alerts from the database.

◦ Only the most recent 100,000 alerts without a root cause analysis are polled for information. If the customer 
has many many alerts being created, we may never see data since we populate root cause analysis oldest to 
newest.
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LiveNX Security Dashboard
Users want an easy way to view their security findings. A grafana dashboard already existed but in 24.3.0 we have 
made it easier to navigate to it from within LiveNX.

Prerequisites
◦ Grafana must be enabled (should be enabled by default 24.3.0+). For enabling grafana (for LiveNX prior to 

24.3.0), contact LiveAction support.
◦ Whoever wants to view the dashboard must be able to login to grafana.
◦ User with Admin role can be enable the security dashboard.

Steps To Configure Security Dashboard
Any admin can enable the dashboard to appear for all users. Steps to configure the “Security Dashboard” are as 
below.

1. From LiveNX Web, select gear icon available on navigation bar and then select settings menu.
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2. On the Settings page, find and select “Security Dashboard” option.

3. On the Security dashboard page, check “Enable Security Dashboard” and click Apply.

4. After enabling the security dashboard, a “Security Dashboard” button appears on the Navigation bar.
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5. Click the Security Dashboard button to access the Security Dashboard.
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Grafana Dashboards

Overview
LiveNX 24.3.0 ships with Prometheus and Grafana, with dashboards to monitor aspects of the LiveNX deployment. 
Grafana can be accessed at https://livenx-ip:3000/.

Dashboard
◦ Host metrics: Monitoring / Node Exporter Full
◦ Docker metrics: Monitoring / Cadvisor exporter
◦ Clickhouse metrics: Monitoring / ClickHouse …
◦ LiveNX metrics: Monitoring / LiveNX Performance
◦ JVM: Monitoring / JVM Micrometer
◦ OpenTelemetry: Monitoring / OpenTelemetry …

Security

Firewall Changes

Ports 3000 (grafana) and 9091 (prometheus) have been opened on the server.

Port 9091 (prometheus) has been opened on the nodes.

Encryption and Authorization
All external communication with Prometheus and Grafana is encrypted with TLS, and authorization is required to 
access. Prometheus on the server collects metrics from prometheus on the nodes, and this communication is fully 
encrypted and authorized.

Prometheus and Grafana share TLS certificates with the LiveNX web application.

https://livenx-ip:3000/
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Simplified Interface Deletion
Users often add too many interfaces and want to remove them from LiveNX. Prior to LiveNX 24.3.0, users would need 
to rediscover the device to select the correct interfaces. This process could take a long time, especially if attempting 
to modify multiple devices.

In LiveNX 24.3.0, we have resolved this issue by allow users to instantly delete interfaces without the need to go 
down the discovery process. The workflow is similar to deleting a device.

Removing Interfaces
In LiveNX 24.3.0 interfaces can be removed / deleted by two methods which are described below.

From My Devices Page

To Remove the Interfaces please follow the steps below.

1. From LiveNX web go to Configure and then select the Device Management menu.
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2. On the Device Management page, by default it will select the My Devices page. From this page select a device 
which interface you want to remove or delete from LiveNX and click the Edit button.

3. After selecting the Edit button, the device configuration page opens. From this page select Interfaces tab. And 
from interfaces list, select the interface you want to remove. Click Delete and then Apply.
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From My Interfaces Page

1. From LiveNX web go to Configure and then select the Device Management menu.

2. On the Device Management page, Select the My interfaces tab. It will list all interfaces added in LiveNX.
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3. From the My Interfaces page, find and select the interface which you want to delete and click the Delete button, 
and then confirm the delete.
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Dynamic Alert Thresholds

Overview
The dynamic alert thresholds feature is a way to intelligently choose alert thresholds based on historic data. 
Dynamic thresholds are polled, calculated, and cached once every hour based on the filter configured by the user. 
The thresholds will be based on the last 30 days of data specifically looking at the current hour for the current day 
of the week.

Alerts Supported as of 24.3.0
As of LiveNX 24.3.0, Application Performance - App Delay alert is supported.

Configuration
There are four new configuration options for alert instances that support the new dynamic alert thresholds feature.

Static

This option is akin to what users are already familiar with prior to the addition of this feature.
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Dynamic

This is a new option that will calculate the threshold(s) dynamically based on historic data within the configured 
standard deviation.
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Static and Dynamic

This is a new option which combines the two aforementioned options with a logical AND. This requires both 
thresholds to be met in order for an alert to be created.



LiveAction.com Page 31 of 36

Static or Dynamic

This is a new option which is less restrictive than the previous option applying a logical OR to the static and dynamic 
thresholds. With this option, if either the static OR dynamic thresholds are met, then an alert will be created.

Implementation Details
Thresholds are polled from Clickhouse hourly and cached in memory per instance.

Caveats
◦ Dynamic config options are only available for non default instances. This restriction is for performance 

reasons since default instances do not require a filter.
◦ Since this is based on historic data in Clickhouse, dynamic thresholds may not work for the first week until 

there is sufficient data.
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Device Model on Flow Path Analysis
In LiveNX 24.3.0 we added an ability where user can see device model details in Flow Path Analysis report. Now user 
would have better understanding of what the devices in a path view are.

Step To Get Flow Path Analysis
To get the flow path analysis please follow the steps below.

1. From LiveNX web go to Stories and select Flow Path Analysis option.

2. On Flow Path Analysis Page, Select the flow options and configure the filter to get the result.

3. On the result page select the Drill down icon from Flow path Ananlysis column. It will open a new page in new 
tab.
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4. On the new page user would be able to see the Flow path Analysis of the selected packet flow and the device 
models.
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Application Bandwidth Alert
A new alert has been added for application bandwidth. This will help users understand anomalous traffic behavior 
for specific applications.

Alert

Functionality

This alert supports our standard set of functionality, including:
◦ Multiple instances
◦ Multiple severities
◦ Filtering

◦ Region
◦ Site
◦ Device
◦ Interface
◦ Tag
◦ Application

◦ Contribution to status
◦ Auto-resolution
◦ “For at least” - time until alert is triggered

Evaluation

Each incoming flow record is examined and the bandwidth is calculated using the byte count and the switch times. 
This allows us to calculate the bandwidth off a single flow record.

Alert Keys
The combination of these fields are what make an alert unique. Note the granularity of an alert. This means that this 
alert should not be used to determine if a group of interfaces at a site are experiencing high traffic since there is no 
aggregation between interfaces.
◦ Device
◦ Interface
◦ Direction
◦ Application
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Example Alert

Example Report Drill Down
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Caveats
◦ Reporting is based on 1 minute bins that average the data where as alerts are on individual flow records. This 

means that even though a high value is detected and alerted on, the report may never see the same peak due 
to the average binning.

◦ It is recommended to use a “for at least” of at least 5 minutes to ensure bursty traffic does not cause alerts. By 
having a “for at least” of several minutes it ensures traffic is staying above the targeted threshold for a lengthy 
period of time which will be more visible in reporting.
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